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ABSTRACT

This study investigates nonlinear dynamic system identification methods to simulate the human eye movement system (EMS),
focusing on the accurate representation of transient characteristics derived from step test signals. Integral nonlinear models were
applied to capture the nonlinear dynamics and inertial properties of the EMS. Experimental "input-output™ data were collected using
advanced eye-tracking technology, enabling the identification of multidimensional transient characteristics (MTCs) that describe the
EMS’s dynamic behavior in response to visual stimuli. The research utilized approximation and compensation methods to develop
models based on integro-power series (IPS), while the least squares method (LSM) was applied to construct integro-power
polynomial (IPP) models. The compensation method, while less computationally demanding, showed lower accuracy, making it less
applicable for tasks requiring high precision. Third-order models exhibited instability in their transient characteristics, limiting their
practical use. Second-order models, specifically quadratic IPP models developed with LSM, proved to be the most accurate and
computationally efficient. These models provided precise and consistent representations of EMS dynamics, with error rates
significantly reduced when using three test signal responses instead of two. This emphasizes the importance of sufficient data in
improving model reliability. The findings highlight the suitability of the quadratic IPP model refined with LSM for further
investigations. This model offers a robust basis for advancing research into personalized psychophysiological condition assessment
through the development of classifiers. Its accuracy and stability make it a valuable tool for exploring state classification
methodologies in healthcare, cognitive science, and related domains requiring precise dynamic system simulation.
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1. INTRODUCTION By examining specific eye movement patterns in
dyslexic individuals, researchers have identified
characteristic behaviors that inform targeted
interventions. This has paved the way for creating
customized educational solutions, aimed at
improving reading outcomes and cognitive
engagement for dyslexic readers [7], [8].
Eye-tracking is not limited to medical applications;
it has gained traction in the fields of education and
social sciences. In online learning environments [9],
eye movement data can reveal attention patterns and
cognitive engagement, allowing for tailored learning
interventions that optimize student engagement and
minimize cognitive load. Expanding the application
of eye-tracking to professional environments has
provided insights that improve the efficiency of
various work processes [10], [11] and support
teamwork in training sessions, especially in complex
healthcare environments [12]. Moreover,
eye-tracking data holds promise for enhancing
security by enabling gaze-based authentication
methods for data access control [13], [14].

Eye-tracking technology has emerged as a
powerful tool for evaluating neurocognitive health,
particularly in conditions like Alzheimer’s [1], [2],
[3] and Parkinson’s [4] diseases. Studies indicate
that eye-tracking data, by detecting characteristic
ocular movement patterns, can aid in the early
diagnosis of these conditions, offering a
non-invasive approach for health monitoring.
Eye-tracking has also been applied in posttraumatic
stress disorder (PTSD) research, where it helps
identify attentional biases toward negative stimuli,
contributing to better understanding and potential
early diagnosis of the disorder [5]. Furthermore,
recent research suggests that eye-tracking can serve
as an effective tool for autism diagnosis, with
particular biomarkers in eye movements being
indicative of autism spectrum disorder [6].

Additionally, eye-tracking technology has
shown considerable potential in dyslexia research.
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Research on the application of eye-tracking
technology also extends to anomaly detection, where
parametric and nonparametric analyses help identify
irregular patterns that could indicate cognitive or
neurological issues. For instance, detecting
anomalies in eye movement can be used in
assessments related to mental workload and
multitasking  capabilities  [15], [16]. Such
methodologies are not only relevant in healthcare
but can also contribute to safety assessments in high-
risk industries, supporting the early detection of
cognitive strain among workers, particularly in fields
requiring high mental acuity [17, 18], [19]. Further
developments in eye-tracking have been explored in
ocular disease diagnostics through deep learning
techniques, where transfer learning models
significantly improve classification accuracy for
early eye disease detection [20], [21].

This study focuses on simulating the human eye
movement system (EMS) using Volterra models,
enabling the evaluation of model precision and
computational efficiency. By applying nonlinear
modeling techniques, we aim to establish a
framework that accurately represents human ocular
dynamics. This approach allows for determining the
most accurate and computationally efficient model,
with practical implications for its effectiveness in
applications.

2. PROBLEM STATEMENT

To simulate the human eye movement system,
integral nonlinear models [22, 23], [24, 25], [26] are
employed, which consider both the nonlinear and
inertial properties of the system being studied. The
EMS is simulated by determining multidimensional
transient characteristics (MTCs) based on "input-
output” experimental data [25]. Eye-tracking
technology is used to collect these experimental
data, enabling accurate recording of eye responses to
visual stimuli. The construction of the model
involves an approximation simulation method using
integro-power series (IPS) [26], [27], [28] and a
least squares method (LSM) [26], [29, 30], [31] to
create the model based on integro-power
polynomials (IPP). The simulation methods for
nonlinear dynamic systems (NDS) based on IPS and
IPP vary in their computational approaches,
providing distinct methodologies for NDS
simulation [28].

The objective of this research is to rigorously
evaluate EMS simulation accuracy, selecting the
most precise and computationally efficient nonlinear
dynamic model based on IPS and IPP methods. The
optimal model will then be used to construct feature
spaces tailored to individual psychophysiological

profiles, enhancing reliability in assessing
personalized conditions. This study also addresses
the development of algorithmic and software tools
for extracting EMS dynamic characteristics from
eye-tracking data and systematically comparing the
effectiveness of different simulation methods.

3. THEORETICAL BACKGROUND

In this study, the approximation method [28]
and compensation method [26] are employed to
develop models using IPS, while the least squares
method (LSM) [24] is utilized for constructing
models based on IPP.

Approximation ldentification Method. The
approximation identification method for NDS
(method of linear combinations of responses) in the
time domain is grounded in isolating the n-th partial
component (PC) of the NDS response by
constructing linear combinations of responses to test
signals with different amplitudes. This approach is
an adaptation of methods originally based on the
Volterra series. It is proved in [26] that:

Assertion 1. Let test signals awx(t),
axx(t),...,anx(t) be sequentially applied to the input
of the NDS, where N is the degree; ai, a,,...,an are
different real numbers, non-zero, satisfying the
condition |[aj| <1 for Vj=1,2,...,N; x(t) is an arbitrary
function. Then, the linear combination of the
system's responses to these inputs equals the n-th PC
of the response to the input signal x(t) with an
accuracy up to the discarded terms A of the IPS of
order N+1 and higher:

> cylax®]= v xO1+4, @
WhereJ:l
Y IXOT = ¥, (©)

00 t t n
ylax@] =Y a) ... [w, t ;... t =) [ x(x
n=1 0 0 i=1
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if ¢j are real coefficients such that
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here b, =1whenl=n;
Vie{l2,...,N}.

The system (2) always has a solution, and it is
unique since its determinant differs from the
Vandermonde determinant only by the factor aj,
ay,...,an. Thus, for any real numbers a;, which are
non-zero and pairwise distinct, it is possible to find
numbers c; such that the linear combination (1) of
the NDS responses equals the n-th term of the IPS
with an accuracy up to the discarded terms of the
series. By satisfying the conditions for forming the
system of linear algebraic equations (2), we obtain
the relation (1).

When test signals in the form of step functions
(Heaviside functions — 6(t)) with amplitudes as,
ay,...,an are applied to the input of the system being
identified, we obtain estimates of the diagonal cross-
sections of the NDS multidimensional transient
characteristics:

R N

hy (4 0)=9,(0) = ) " v(a;0
j=1

+eMy(t]a,)+.+cly(t|a, ) +A,,n=1N;

b =0when | =n,

(n) t
y(tla,)+ )

where y(t|a;)=y(a;0(t)) are the NDS responses to

the test signal with amplitude a;, and A, represents
the methodological error resulting from the
discarded terms of the IPS of order n+1 and higher.

Fig. 1 shows a structural scheme demonstrating
the calculation of the diagonal cross-section of the
second-order transient characteristic based on three
test signals. This scheme is a particular application
of formulas (2) and (3), illustrating how the step test
signals are processed through the NDS to yield the
transient characteristic.

Atlay)
a, > NDS > 61(33
1
0 J_ Wtlas) ha(t1) + Ay
a, —{ NDs S o — Y ——
Wtlas)
a, > NDS > 03(2)

Fig. 1. Structural scheme for computing the
diagonal cross-section of the second-order
transient characteristic using the approximation

identification method
Source: compiled by the authors

Identification of NDS using the Least Squares
Method. The method of NDS identification based on
the Volterra polynomial model in the time domain
relies on approximating the NDS response y(t) to an
arbitrary deterministic signal x(t) in the form of an

IPP of N-th order (N — the order of the
approximation model):
N
mm=2mm=
(4)

t t n
j [, =t t=1)[ ] x(x) ;.
0 ntlmeso =1

Valid assertion [26].

Assertion 2. Let test signals a:x(t), a:x(t),
ax(t) be sequentially applied to the input of the
NDS; ai;, ap,...,a. are different real numbers
satisfying the condition 0<|a|<1 for Vj=1,2,...L;
X(t) is an arbitrary deterministic signal, then

Y (a;x(1) = z ¥ (a;x(0) =

t
2 Intlmes-([ Wy (t

aly, () for vj, j=1,L,L>N.

e 2

et —tn)ﬁ x(x,)dt, = ©)

Il
UN

n

The partial components in the approximation
model vy, (t) are found using the least squares
method. This allows obtaining estimates for them,
where the sum of squares of deviations of the NDS
responses being identified, y[a;x(t)] from the model
responses y,[a;x(t)], is minimal, thus ensuring the
minimum mean square criterion

= ZL:(Y(a,- X(®) - ¥ (@, x(t)) =
(6)

:i[y(tlaj)—ia?yn(t)j — min .

Minimizing criterion (6) boils down to solving
a system of normal equations Gauss, which in
vector-matrix form can be expressed as:

AAy=A'y (7)
where
a a - a y(t|a,) AU)
Aol @ e R yz(t)
a ai ai\‘ y(t|aL) yN(t)

If the identified system is supplied with test
signals in the form of step functions with amplitudes
ai, a,...,a.,, we obtain estimates of the transient
characteristics h{™(t) and the diagonal cross-
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sections of the transient characteristics of the eye
movement  system  hM(tt), AN,

AV (t,....t) [26], [28].

Responses of the investigated EMS models are
generally calculated based on expressions:

Vitla)=a;9,0+aiy, ) +..+a}'y, M), j=1L, (8)
or
y(tla;)=ah™ @) +a’h™ () +
+...+aj“'ﬁ,§N)(t,...,t), ji=1L

)

Fig. 2 presents the structural scheme, as
described in [26], for calculating the transient
characteristics based on the LSM. The scheme
represents a second-order model, where block T,
computes the first- and second-order transient
characteristics based on the system of normal
equations (7). The matrix Az in block T,
incorporates all three input step signals (ai, az, as) in
the form of Heaviside function.

The operation of block T, and the matrix A, are
described by the following formulas:

2

a8,
T, =(AA,)' AL A, =|a,a;
2 272 217 29 |
a a
. |xtay)
a » NDS (D)
’ >
Uf yitlasz)
a » NDS + T,
hs(t,1)
Milas) -
a; » NDS >

Fig. 2. Structural scheme for computing the
first- and second-order transient characteristics
using the LSM identification method

Source: compiled by the authors

Compensation Identification Method. The
formalism of the method for determining the
intersections of n-th order transient characteristics of
nonlinear dynamic systems is based on the following
assertion [26], [28].

Assertion 3. Let the test inputs be the sum of n
step signals x, (t) =a6(t—1,) (k=1, 2,...,n), shifted
in time by 11, ..., tn. Then, for an NDS with a single
input and a single output, the estimate of the
intersection of the n-th order transient characteristic

is
h (t—t,..t—1,)=

= [n!ﬁ akJ_ Zl:(—l)n+

8o O =

35, (10)
“Uoy(t]9,,..,0,)

where y(t|9,,...,8,) is the NDS response at time t
when subjected to a multi-step input signal with
amplitudes ax, obtained as a result of processing
experimental data based on (10). If 5, =1, the test
input contains a step signal shifted by t; otherwise,
if 5, =0, it does not contain it.

In certain cases, we have:

for n=1
A=Y A (12)
a'l
for n=2
~ 1 .
h, (1) =——[y(tla,) - 2y(t|a)]+A,: (12)
2a;
or
~ 1 .
h, (t0) = [y(tlas) - y(tla,) - y(tla,)]+A,: (13)
alaz
for n=3

ﬁs(t,t,t)=&%[y(t la,)~3y(t|a,) +3y(t | a,)]+ A,-(14)

where a;, a2 = 2ai, az= ai + a, are the amplitudes of
test signals; A, represents the methodological error
resulting from the discarded terms of the IPS of
order n+1 and higher.

The responses of the second and third-order
models are calculated accordingly using the
expressions:

y(tla,)=a;h(t)+ah,(t), (15)

y(tla;)=ajh(0)+ah, ¢t +ah ALy, vi-1L. (16)

The compensation identification method is
presented with a structural scheme illustrating the
calculations based on formula (12), as shown in
Fig. 3. This scheme demonstrates the process of
obtaining of the diagonal cross-section of the
second-order transient characteristics using two test
signals with amplitudes a; and a, in the form of the
Heaviside function. In Fig. 4, the same scheme is
shown for the transient characteristic obtained using
three test signals in the form of the Heaviside
function, with amplitudes a1, a» and as, as described
in formula (13).
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rlay) + N\ 20, Iy (1) + A,
, > NDS > — b
S ) ~
Wtla,)
a, > NDs 2
Fig. 3. Structural scheme for computing the
diagonal cross-section of the second-order

transient characteristic using the compensation

method with two test signals
Source: compiled by the authors

tlaz)
s » NDS
1
0 2a.a,h,(t,1) + A,
I . o ash,
a, » NDS

Fig. 4. Structural scheme for computing the
diagonal cross-section of the second-order
transient characteristic using the compensation

method with three test signals
Source: compiled by the authors

4. ACCURACY ANALYSIS OF
EYE MOVEMENT SYSTEM
SIMULATION MODELS

The EMS's responses to the test step signals,
defined as x(t)=a,®(t) with amplitudes a; (j=1, 2,

3): ai=1/3, a,=2/3, as=1 were analyzed. These
responses formed the basis in the construction of
Volterra models [24]. Horizontal visual stimuli
displayed at varying distances from the starting
position on a monitor were utilized as test signals,
effectively simulating the application of step signals
with different amplitudes to the EMS. The responses
of the EMS were recorded using eye-tracking
technology, integrating both hardware and software
components. In the simulation process, when
applying the approximation method, models based
on IPS are identified as M1.N/x:<ay,..., a.=> (N —
order of approximation, x — number of test signals;
ai,..., a_ — amplitudes of the test step signals). For
models based on IPP, the least squares method
(LSM) is used, resulting in models designated as
M2.N/x:<ay,..., a.>. Additionally, when employing
the compensation method of simulation, models are
determined as M3.N/x:<ay,..., a.>.

For EMS simulation in works [28]-[31],
experimental “input-output” data were gathered
using three test step signals with amplitudes a1=1/3,
a,=2/3 and as=1. The Tobii Pro TX300 eye tracker
was employed to collect these experimental data
(Fig. 5), from which transient characteristics were

determined for models M1.N, M2.N, and M3.N for
N=1 (linear model), N=2 (quadratic model), and
N=3 (cubic model). The transient processes of EMS
responses to visual stimuli with varying amplitudes
are depicted in Fig. 6.

The software tools were developed using the
Python programming environment.

1800 |
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0 500 1000 1500 2000 2500
Frames (time)

Fig. 5. EMS responses to visual stimuli of

different amplitudes
Source: compiled by the authors

OMS responses
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Fig. 6. Transient processes of EMS responses to
visual stimuli of different amplitudes
Source: compiled by the authors
To evaluate the accuracy of the developed
models for varying amplitudes of the test signals as,
az and as, the metric applied is the normalized root
mean square error (NRMSE):

M 112
Y(ytt, 12) -t 13,)f

N = il 7123 (A7)
né]yz(tm|aj)

where y(t,|a;)and y(t,|a;) are the responses of

the EMS and the model of the EMS to the test signal
in the form of a step function with amplitude a;,
measured/ computed at the time instant ty (tn is the
observation time of the EMS responses); j=1,2,3.

For N=1, transient characteristics h,(t | a;) (=1,
2, 3) were obtained based on the responses y(t|a,)
or y(t|a,) or y(t|a;), as shown in Fig. 7.
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Fig. 8 shows transient characteristics graphs of
the M2.1/2 models, which were calculated based on

two responses: y(t|a,) and y(t|a,), or
y(t|a,) and y(t|as), or y(t|a,) and y(t|a,) and the
transient characteristic graph of the model M2.1/3.

For the M1.1 identification method does not allow to
calculate the transient characteristics based on two

or three responses [26].

Model 2.1/1 transient functions

10 hi(tlal) hi(tla2)
/\\\/\/\ = N BN oo
| / |
08 f / hj(t|a3)
[/
0.4 [
/
/ Y
02 /f —— hi(tlal)
.,'/ hi(tla2)
0.0 S-/ —— hi(t|a3)

Fig. 7. Transient characteristics of the EMS
models M1.1/1 and M2.1/1, built using test

signals with amplitudes a1; a; as
Source: compiled by the authors

Model2.1/2 and Model2.1/3 transient functions

» e LT D]
08 !f
i

/;
0.6 ﬁf
?
0.4
hi(tlal,a2)
o2 --e-- hi(t|al,a3)
- hi(tla2,a3)

....... hi(t|al,a2,a3)

0.0

30 40 50

Fig. 8. Transient characteristics of the EMS
models M2.1/2, built using test signals with
amplitudes: a1 and az; a1 and as; a; and as;
and M2.1/3
Source: compiled by the authors

For the compensation identification method, the
model M3.1 based on the responsey(t|a,) was
derived. The corresponding transient characteristic is
illustrated in Fig. 9, while the model's responses are
depicted in Fig. 10.

Table 1 shows the accuracy values based on
percentage NRMSE estimates of the responses
obtained using the identification methods for EMS
models M1.1/1, M2.1/1, and M3.1, while Table 2
presents the values for models M2.1/2 and M2.1/3.

M3.1 transient functions

10 h1t) hit)
/\/\/\/L—’\/“"/\f"\ ~——

04 /

02 /

\_j’

Fig. 9: Transient characteristic of the EMS

model M3.1 built using test signal

with amplitude a:
Source: compiled by the authors

OMS and M3.1/1 responses
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< 4‘\. e B
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Fig. 10. Responses of the EMS and the model

M3.1 built using test signal with amplitude a1
Source: compiled by the authors

Table 1. Accuracy based on Percentage
Normalized Root Mean Square Error of the EMS
models M1.1/1, M2.1/1 and M3.1 %

Models Amplitudes of test signals  Mean

a a as value

M1.1/1:a: 99.9 81.8 79.7 80.8
M1.1/1:a; 82.8 99.9 94.5 88.6
M1.1/1:a3 81.5 94.7 99.9 88.1
M3.1:a; 99.9 82 80 81

Source: compiled by the authors

Table 2. Accuracy Based on Percentage
Normalized Root Mean Square Error of the EMS
models M2.1/2 and M2.1/3 %

Models Amplitudes of test signals Mean

a1 az as value

M2.1/2:a1,a; 86.2 96.4 92.9 91.8
M2.1/2:a1,a3 83.3 95.1 98.0 92.1
M2.1/2:a;,a3 82.0 96.3 98.3 92.2
M2.1/3:a1,az,a3  83.3 96.5 97.5 92.4

Source: compiled by the authors
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For N=2, based on the two responses
y(t|ai) andy(t|az), or y(t|a)andy(t|as), or
y(t | a2) and y(t | as), the corresponding
multidimensional transient characteristics

hu(tlaj,a) and Zo(t tlaj,a), j, k=1,23;j#k were
obtained. In the models M1.2/2 and M2.2/2,
identical MTCs /(t| aj,aq) and 4a(t t| aj,a)  were
obtained for the same experimental data.

Fig. 11 displays both the first-order transient
characteristics and the diagonal cross-sections of the
second-order MTCs for the EMS models M1.2/2 and
M2.2/2. Both the first- and second-order transient
characteristics were computed based on the
responses: y(t | a1) and y(t | a2), or
y(t | a1) and y(t | as), or y(t | a2) and y(t | as).

hi(tjal,a2)
hil(t|a2,a3)

==,
%

\,

DR ST
hl(t|al,a3)

h2(t,tlal,a2)

) h2(ttla2,a3)
J h2(ttial.as) — hl(tjal,a2)
hi(t|lal,a3)

—— hl(t|a2,a3)
— h2(t,t|]al,a2)
-- h2(ttlal,a3)
—— h2(t,tla2,a3)

[ 10 20 30 40 50
Frames (time)

Fig. 11. Transient characteristics of the first-
order and diagonal cross-sections of the second-
order of the EMS, models M1.2/2 and M2.2/2

Source: compiled by the authors

The transient characteristics of the EMS model
M3.2/2 are illustrated in Fig. 12. The corresponding
responses for the same model are given in Fig. 13.

Model3.2/2 transient functions
h1(t)
/( )

10{ —— hl(t)
h2(t.t)

h2(tt)
/

0.5

0 10 20 30 40 50
Frames (time)

Fig. 12. Multidimensional transient
characteristics of the EMS, model M3.2/2

Source: compiled by the authors
The graphs of the multidimensional transient
characteristics ~ Aa(t) and Ao(t,t),  which  were
determined based on the three responses

y(t | aw), y(t | a2), y(t | as) for the EMS model M2.2/3,
are shown in Fig. 14.

OMS and Model3.2/2 responses
y/smas)
§ 5 e

— yl(tlal)

y2(t|a2)
— y3(t|a3)
084 e yl(t|al)
------ y2(t|a2)
064 = y3(tla3)

; by
F szt 1Y

. "'_*A-""‘-...v.‘---..,_,.u.,-".,....‘ gtee
P y2(tla2)
; yi(tla1)

al

ylj(f\al)

0 10 20 30 0 50
Frames (time)

Fig. 13. Responses of the EMS and the
model M3.2/2

Source: compiled by the authors

Model2.2/3 transient functions

ol — hIY) — hi(t) N
h2ery /0 Y T T Y T T —
6 / /
0.2 /l
/
" _‘_/f h.?lgtt)

[} 10 20 30 40 50
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Fig. 14. Multidimensional transient
characteristics of the EMS, model M2.2/3

Source: compiled by the authors

The corresponding graphs comparing the
M2.2/3 responses with the EMS responses to
identical test signals are presented in Fig. 15.
Analogous results were obtained for the M3.2/3 and
are shown in Fig. 16 and Fig. 17.

OMS and Model2.2/3 responses
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Fig. 15. Responses of the EMS and the
model M2.2/3

Source: compiled by the authors

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

Information systems and technology

307


http://aait.ccs.od.ua/index.php/journal/theme1

Pavlenko V. D., Lukashuk D.K. /

Applied Aspects of Information Technology

2024; Vol.7 No.4: 301-312

Model3.2/3 transient functions
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Fig. 16. Multidimensional transient
characteristics of the EMS, model M3.2/3

Source: compiled by the authors
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Fig. 17. Responses of the EMS and the
model M3.2/3

Source: compiled by the authors

For N=3, the graph of the primary-order
transient characteristic, along with the graphs of the
diagonal cross-sections of the second and third-order
multidimensional transient characteristics for the
EMS model M3.3, are displayed in Fig.18. The
responses of the EMS model M3.3 are shown in
Fig.19.

Model3.3 transient functions
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Fig. 18. Multidimensional transient
characteristics of the EMS model M3.3

Source: compiled by the authors

Table 3 provides the accuracy values based on
percentage normalized root mean square error of the
response estimates for the constructed EMS models

M1.2/2 and M2.2/2, and the model M2.2/3. Table 4
presents the accuracy values for the models M3.2/2
and M3.2/3, and the model M3.3/3.

OMS and Model3.3 responses
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Fig. 19. Responses of the EMS and the
model M3.3

Source: compiled by the authors

Table 3. Accuracy Based on Percentage
Normalized Root Mean Square Error of the EMS
models M1.2/2, M2.2/2 and M2.2/3, %

Model Amplitudes of test signals Mean

a a as value

M2.2/2:a1,a; 99.9 99.9 81.0 810
M2.2/2:a1,a3 99.9 90.9 999 90.9
M2.2/2:a,a3 82.7 99.9 99.9 827
M2.2/3:a1,a2,a3 91.8 95.7 99.0 955

Source: compiled by the authors

Table 4. Accuracy Based on Percentage
Normalized Root Mean Square Error of the EMS
models M3.2/2, M3.2/3 and M3.3, %

Model Amplitudes of test signals Mean

a a as value

M3.2/2:a;,a; 82.8 81.8 62.6  75.7

M3.2/3:a1,a2,a3 93.9 88.7 922 916

M3.3/3:a1,a2,a3 90.7 80.1 51.4 741
Source: compiled by the authors

For N=3, based on the three responses

y(t]as), y(t]a2), y(t|as) the transient characteristics
Ra(t), Aa(t,), As(t,t,t) were obtained. For the models
M1.3/3 and M2.3/3, identical MTCs were obtained,
and the responses of the models practically coincide
with the responses of the EMS for the same input
signals.

On Fig. 20, a comparative analysis diagram of
the accuracy based on the percentage NRMSE
criterion constructed using identification software
tools for EMS models: M2.1/1, M2.1/2, M2.1/3, is
presented.

On Fig. 21, the same analysis is provided for
models M2.2/2, M3.2/2, M2.2/3, M3.2/3 and M3.3.
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The EMS model M2.3 are not shown in the diagram 5. CONCLUSION

because it have negligible deviations from the EMS This study applied Python-implemented

FESPONSES. nonlinear dynamic simulation of the human EMS,
100.00% utilizing integro-power series and integro-power
- M2.1/1  M3.1  M21/2  M2.1/3 polynomials to develop models that accurately
90,00% - reflect the eye movement system’s response
80,00% - — dynamics. By employing the least squares method,
70,00% - — . compensation, and approximation methods, we
60,00% - . evaluated various model accuracies based on first-
50,00% - m . order transient characteristics and diagonal cross-
40.00% 4 | sections of second- and third-order multidimensional
’ transient characteristics. The data for these models
30,00% - ' was collected from eye-tracking experiments
20,00% - — designed to capture responses to test signals with
10,00% - —— varying amplitudes.
0,00% | e— W WSS B The results demonstrate that the quadratic
@\ @ @?@?@? 2 model, _develo_ped using three test signal responses
@’ and refined with the least squares method, provided
the highest simulation accuracy and computational
Fig. 20. Comparative analysis of the accuracy efficiency, outperforming alternative models in
based on the average percentage NRMSE values precision. The evaluation showed a significant
of the EMS models: reduction in error rates as more test signals were
M2.1/1; M3.1; M2.1/2; M2.1/3 incorporated, highlighting the wvalue of using
Source: compiled by the authors multiple data points for improved accuracy. While
100.00% the compensation method required fewer
' M2.2/2 ME2B 3 273 computational resources, it exhibited higher error
90,00% - ,
80:00% | M3.2/2 M3.3 rates, making it less suitable for applications
0.00% _ H S requiring high diagnostic precision. It is important to
' note that the models of the third order and the
60,00% - —  — — .
50.00% H B B second-orde_r model based on the compensation
’ method using two test signals vyield unstable
40,00% B E B solutions.
30,00% N In summary, the quadratic model using the least
20,00% - — i squares method and three test signals provides a
10,00% - — reliable  framework  for  EMS-based  state
0,00% Do > N S classificatio_n. The developed models, particula_rly
@ \&&‘ @?@‘ \&&‘ the quadratic IPP model, offer a robust foundation

for further research into personalized
psychophysiological condition assessment through

Fig. 21. Comparative analysis of the accuracy - ;
the development of classifiers. This methodology

based on the average percentage NRMSE values

of the EMS models: enables high accuracy in EMS simulation and
M2.2/2: M3.2/2: M2.2/3: M3.2/3' M3.3 effective psychophysiological condition assessment,
" Source: compiled by the authors providing a strong basis for future studies and EMS-

related applications.
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OuiHKH TOYHOCTI ineHTH(IKALIT OKO-PYX0BOI CHCTEMH JIOJAUHH 32
JAOMOMOTOI0 CTYNMIHYATHX TECTOBUX CUTHAJIIB
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AHOTALIS

VY 1pOMy JOCHTIIKEHHI BUBYAIOTHCA METOMM 1eHTU(IKAI] HEMHIMHUX JUHAMIYHIX CHCTEM JUISl MOJEIIOBAHHS OKO-PYXOBOI
cuctemu (OPC) mroaunwy, 3 aKIEHTOM Ha TOYHE MPEJICTaBICHHS MePeXiTHUX XapaKTepPUCTUK, OTPUMAHMX i3 CTYHMIHYATHUX TECTOBUX
CUTHaJIIB. [HTerpanpHi HeNmiHiIMHI Mozaeni Oyfmu 3acTOCOBaHI JJS BpaxyBaHHS HETMiHIWHOI IWHAMIKM Ta 1HEPUIHHHUX BIaCTHBOCTEH
OPC. ExcnepuMeHTaNbHI JaHI «BXiA-BHXig» Oynm 3i0paHi 3a IOMOMOrOI0 Cy4acHOI TEXHOJOTil aWTpeKiHry, I0 JO3BOIHIO
igeHTHdiKyBat OararoBuMipHi nepeximHi xapakrepuctuku (BIIX), sixi ommcytots auHamiuny noeninky OPC y Bimmosims Ha
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Bi3yalbHI CTUMYIHU. Y JOCHIIPKeHHI OyJI0 BUKOPHUCTAaHO METOIM alpOKCHMAIlil Ta KOMIIEHCAIi I po3poOKH Mojeiel Ha OCHOBI
iarerpo-creneneBux psnis (ICP), a takox meron Haiimenmmux kBanpariB (MHK) mis moOymoBn Mozmeneil Ha OCHOBI iHTeTrpo-
creneneBux mnomioMmiB (ICII). Merox koMmeHcariii, Xo4 i € MEHII OOYHMCIIOBAIFHO BHMOTJIHMBUM, IPOAEMOHCTPYBAB HIDKIY
TOYHICTb, [0 0OMEXye HOro 3acTOCYBaHHS IUIS 3aBJaHb, SIKi MOTPEOYIOTh BUCOKOI TOYHOCTI. Mozerni TpeThoro MopsKy BHSBIIIH
HecTaOUIBHICTh Y CBOIX HEpexilTHWX XapaKTepHCTHKaX, IO OOMEeXye IX NpaKTHYHE BUKOPUCTaHHSI. Mozeni Ipyroro HOPSAKY,
30kpeMa kBazaparudani moxeni ICII, pospobieni 3a monomororo MHK, BusBHINCS HAWTOYHIMIMMU Ta HAWEQEKTHBHINIAMH 3 TOYKH
30py oOumciienb. L[i Momeni 3a0e3mevnim TOYHE W y3rojpkeHe mpencraBieHHs auHamikkn OPC, i3 3HaYHUM 3MEHIICHHSM piBHS
MoXUOOK NPH BUKOPHCTaHHI TPHOX TECTOBHX CHTHAJIB 3aMiCTh J1BOX. Lle migKpeciioe BasKIIMBICT TOCTATHBOI KIIBKOCTI JAHUX IS
IiABUINEHHS HaJiifHOCTI Mopened. Pesymbratn miarBepIuKyloTh npuiatHicTs kBaapatwdyHoi mozeni ICII, yrounenoi meromom
HaliMEHIINX KBaJpariB, Ul MOAAIBIINX JOCHiKeHb. Ll Monens 3abe3nedye HamiiHy OCHOBY Ul PO3BUTKY JOCTIJDKEHb y chepi
TIepCOHANTI30BAHOI OMIHKH TCHXO(i3i0TOriTHNX CTAHiB MIIAXOM CTBOPEHHs KiacudikaTopis. Ii TouricTs i cTabinbHiCTE Po6IATE 1i
LiHHUM 1HCTPYMEHTOM JJIsl BUBYEHHS METO/IB KIacu]ikalii CTaHiB y MeIUUHIN cdepi, KOTHITHBHUX HayKaX Ta IHIIHMX raly3sx, o
BHMararoTh TOYHOTO MOJICTIFOBAHHS TUHAMIYHHUX CHCTEM.

Knrwouosi cnoea: oxo-pyxoBa cucTeMa; MOJICIIOBAHHSI; MOJeNi BonbTeppH; TEXHOIOTIS alTpeKiHTy; TOUYHICTh MOJIETIOBaHHS;
Helipodiszionoriyamii cran
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